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Abstract—In this study, we utilized a high-quality image
dataset comprising a wide variety of fruits and vegetables.
Leveraging the power of machine learning, specifically Convo-
lutional Neural Network (CNN) algorithms, we trained a neural
network model to accurately distinguish between different types
of fruits. The dataset played a crucial role in providing diverse
and representative examples of fruits and vegetables, facilitating
the training process. By employing CNN algorithms, which are
specifically designed for image classification tasks, we trained
the neural network to learn and extract relevant features from
the fruit images. The network’s architecture and parameters
were optimized to achieve high accuracy in fruit classification.
Through an iterative process of training, validation, and fine-
tuning, the neural network model gradually improved its ability
to distinguish between various fruit types. Finally, we discuss the
future work direction of this method.

I. INTRODUCTION

This experimental project aims to leverage Convolutional
Neural Network (CNN) models implemented in TensorFlow
and Python to enable a robot arm to recognize and classify
fruits through a camera. The primary objective of this project
is to explore the feasibility of fruit recognition and evaluate the
effectiveness of CNN-based approaches. The machine learning
process involves training the neural network model using a
high-quality image dataset comprising a diverse range of fruits.
By learning from this dataset, the machine’s neural network
develops the ability to accurately classify fruits based on visual
features.

To enhance the accuracy and performance of the fruit
recognition system, several solutions are explored. Data en-
hancement techniques, such as image augmentation, are em-
ployed to increase the variety and quantity of training samples.
Besides, the experiment involves adjusting training parameters,
including learning rate, batch size, and optimizer, to optimize
the neural network’s performance. By fine-tuning these param-
eters, the model can achieve better convergence and improve
its ability to distinguish between different fruit types.

In the future work, modifications to the network structure
will be explored to enhance the fruit recognition system. This
includes experimenting with the addition or removal of layers,
exploring different architectures, and considering pre-trained
models. These modifications aim to improve the model’s ca-
pability to extract relevant features from fruit images, leading
to more accurate classification results.
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II. SECTION

A. Experimental Framework

1) Data Set: Based on the existing data set, the machine
learns the characteristics of different fruits and vegetables on
the data set and classifies them based on what it learns. The
entire dataset includes more than 90,000 photos of vegetables
and fruits.

Details are as below: Total number of images: 90483.
Training set size: 67692 images (one fruit or vegetable per
image). Test set size: 22688 images (one fruit or vegetable
per image). Multi-fruits set size: 103 images (more than one
fruit (or fruit class) per image) Number of classes: 131 (fruits
and vegetables). Image size: 100x100 pixels.

Different varieties of the same fruit (apple for instance) are
stored as belonging to different classes.

Fig. 1. Data Set

2) Experimental Data of the Reference Paper: For each
scenario, the reference paper used the neural network which
was trained for 25 epochs with batches of 50 images selected at
random from the training set. For every epoch they calculated
the accuracy using cross-validation. For testing, the paper ran
the trained network on the test set. All models achieved very
high accuracy on the training data set. The model trained
with only RGB images obtained the best performance on the
test set. A potential explanation for why the model trained
on augmented data performed worse than the RGB one is
that the training and test images were taken into identical
lighting conditions and contained the same fruit. Thus, by
augmenting the images, they are introducing variation in the
training set that is not found in the test set. Conversely, training
on the grayscale images produces a worse result because the
conversion loses all features related to color. they further
studied this problem by training and testing on just the Apple
classes of images. The results were similar, with high accuracy
on the train data, but low accuracy on the test data.

3) Code of CNN: Convolutional neural networks Convolu-
tional neural networks (CNN) are part of deep learning models.
Such a network can be composed of convolutional layers,



Fig. 2. Result

pooling layers, Re LU layers, fully connected layers, and loss
layers. In a typical CNN architecture, each convolutional layer
is followed by a Rectified Linear Unit(Re LU) layer, then
a Pooling layer then one or more convolutional layers, and
finally one or more fully connected layers. A characteristic
that sets apart the CNN from a regular neural network is taking
into account the structure of the images while processing them.
Note that a regular neural network converts the input into a
one-dimensional array which makes the trained classifier less
sensitive to positional changes. They use multiple maps per
layer with many layers of non-linear neurons. Even if the
complexity of such networks makes them harder to train, by
using graphical processors and special code written for them.
The structure of the network uses winner-take-all neurons with
max pooling that determine the winner neurons.

Fig. 3. Convolutional Neural Network

B. Results of Our Experiment

We first tested the integrity of the code by deleting files
from the rest of the dataset, leaving only the folder ”Apple
Crimson Snow”, the result is in line with the expected result.

Fig. 4. First Result

Fig. 5. Data Used

Then we run the first test of the whole package of the dataset
using our algorithm of CNN.

The loss rate decreases with the period and the accuracy
increases with the period.

Fig. 6. Evolution of Deep Learning

Fig. 7. Results of Deep Learning

The results we get are as below:
– a graph showing the evolution of the accuracy and loss

during training
– the confusion matrix for the model
– a classification report file detailing the precision, recall

and F1-score per class

Fig. 8. Confusion Matrix

Based on the results obtained from the initial CNN test,
it is apparent that there is room for improvement in the
performance of the fruit recognition system. Therefore, our
future work will focus on refining the algorithm to enhance
its accuracy and robustness.



III. FUTURE WORK

A. Resize the Training Set

In the reference article, 67692 photos were used for training,
and 100 percent of the training accuracy was obtained. We
suspected the possibility of overfitting. We will try to train
with fewer photos, hoping to achieve a training accuracy of
70 to 80, but a detection accuracy of 90, which will be more
in line with our general rules of training and detection

Fig. 9. One of the original training results

B. Adjust the network structure

Increasing the depth (more convolutional layers) or width
(more neurons or convolutional cores) of the network can help
the network learn more complex features.

Fig. 10. Network structure

C. Adjust the training parameters

Different optimizers may perform better on specific tasks.
Adjust the learning rate and learning rate decay strategy, we
will also try using learning rate decay or cyclic learning rate.
Allowing the model to train longer will help improve accuracy.

Fig. 11. Training parameters

IV. CONCLUSION

In our attempt to replicate an image classification experi-
ment using TensorFlow for fruit classification, we encountered
challenges in achieving the same level of accuracy as reported
in the reference article. To address this issue, we conducted
further investigation, including individual fruit testing and
training with a smaller dataset.

Through these efforts, we gained insights into the com-
plexities of image classification tasks and the factors that can
impact replication results. While our replication results did
not match the accuracy reported in the reference article, our
investigation allowed us to identify potential issues and take
necessary measures to address them.

These findings highlight the importance of meticulous ex-
perimental design, code validation, and careful consideration
of dataset characteristics in image classification research.
Replication challenges serve as a reminder of the need for
transparency, reproducibility, and continuous improvement in
research practices.

Moving forward, it is essential to learn from these experi-
ences and continue refining our understanding of image classi-
fication experiments to ensure more accurate and reproducible
results.
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