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Abstract—This project is aimed to develop a robot arm with
a camera, which is able to identify different kinds of fruit, and
also, the fruit quality. We suppose the robot arm can distinguish
fruit with low quality from normal fruit, and change its pose to
grasp the former on a moving belt to help improve agricultural
automation. To make the arm recognize different objects, we
use a method called vision transformers(ViTs), which has higher
accuracy and efficiency than CNNs in some ways. Also, the robot
arm will be driven by ROS control. This project is based on
computer vision, deep learning, robot arm control, and it will
achieve a robot arm grasping the target with high accuracy and
efficiency.
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I. INTRODUCTION

In today’s China, with the growth of population and the
acceleration of urbanization, food safety issues in public
canteens have become a key concern, such as school canteens,
company canteens, large hotels and restaurants. The figures 1
are some Low-quality fruit. However, it is not an easy task to
quickly and efficiently sort these ingredients. Currently, most
places still hire professional chefs to complete this process.
This not only costs a lot of manpower and material resources,
but also requires a lot of time.

The project aims to develop a complete assembly line
consisting of a conveyor belt, a sorting robot arm, a depth
camera, and a high-performance core controller. The conveyor
belts roll at a constant speed, transporting the purchased fruit
to the bottom of the camera of the robot arm. Subsequently,
when the depth camera detects the presence of fruit within
its field of view, it will start taking continuous photos and
transmit the captured data to the internal controller. The
internal controller uses DINO-based vision transformer (VIT)
algorithm that can distinguish fruit of different qualities, and
send instructions to the robot arm to grasp the bad ones into
nearby baskets for further processing by staff.

In short, the project aims to develop a method based on
visual recognition to control the robotic arm. This method can
recognize low-quality fruit in real time, allowing the robotic
arm to screen out higher-quality fruit with great accuracy.

II. PROBLEM STATEMENT

In this course project, our aim is to design a robotic
arm capable of sorting fruit, discerning unwanted defective
products, and removing it. We break down the task into three
main components: visual recognition, machine learning, and
robotic arm manipulation.

Fig. 1: The contrast between fresh and rotten fruit

To begin, we must establish communication between Python
and ROS. This enables the transfer of images captured by
the robotic arm to Python for initial processing and analysis.
Next, we embark on training the Vision Transformer model
to identify the freshness of fruit depicted in the images. For
this phase, we utilize a dataset from the article An extensive
dataset for successful recognition of fresh and rotten fruit [5].
Finally, we also need to build a robotic arm in the simulation
environment of ROS, so that the robotic arm can sort out the
defective products after receiving the judgment results.

Our goal is to achieve a robot judgment accuracy and sorting
success rate of 90% or higher, with a final efficiency rating of
85% or more.

III. LITERATURE REVIEW

A. Machine Learning

With the development of CNNs, image-based machine
learning models can be used to make the sorting and grading
of agricultural products more efficient.[4] And a a simplified
development procedure for image-based machine learning
for visual fruit quality assessment has been presented. It
is particularly suitable for domains with low availability of



both data and computational resources. [3]Figure 2gives how
vision transform model is different from convolutional neural
networks

Fig. 2: Vision transformation compared to Convolutional Neu-
ral Networks

B. Fruit Grasping
For the picking of fruit, there are primarily two key con-

siderations. The first aspect to consider is that various fruit
come in different shapes and sizes, which may pose certain
difficulties in gripping them. The second point is that most
fruit are soft, so using conventional sharp claws may lead to
damage. However, considering that most of the fruit we pick
are unwanted, we prioritize the first point.

Figure 3 depicts a model of a fruit-picking robotic arm[6].
For the picking of fruit with different shapes, sensors and
computer vision are used to detect and estimate the position
of the fruit. Then, based on the fruit’s position, the inverse
kinematics of the robotic arm are calculated to position the
gripper tool in front of the fruit, and the final picking method
is obtained by iteratively adjusting the vertical and horizontal
positions of the gripping tool through a closed-loop visual
feedback[2].

Fig. 3: A robotic arm for grasping oranges

IV. TECHNICAL APPROACH

In this project, the main two technical problems are how to
identify our target object and how to plan the trajectory of the
arm.

A. Vision Transformers

We plan to use vision transformer to train the model.The
vision transformer architecture comprises multiple transformer
blocks, each consisting of self-attention layers and feed-
forward neural networks. Initially proposed for natural lan-
guage processing (NLP), transformers have been adapted for
vision tasks by dividing input images into fixed-size patches,
which are then linearly embedded to form token sequences.
These token sequences are processed through multiple trans-
former layers, enabling the model to learn hierarchical repre-
sentations of the input images.[1]

B. ROS Moveit

As to the motion planning, we are going to apply ROS
package moveit, which provides a comprehensive set of mo-
tion planning algorithms and tools that enable robotic arms to
navigate complex environments efficiently.

V. INTERMEDIATE RESULTS

A. Convolutional Neural Network

Using the train cnn.py script1, we have effectively trained
a convolutional neural network model on a dataset comprising
images of bananas, utilizing the ResNet50 architecture for
the task. Throughout the training process, comprehensive
performance monitoring and visualization were conducted via
the Weights & Biases (wandb) platform.2

The loss and accuracy charts Fig.4 reveal a steady decline
in loss values on both training and validation sets over
time, alongside a consistent increase in accuracy, indicating
the model’s capability to learn from the data and improve
its generalization performance. Specifically, the loss on the
validation set (val loss) decreased rapidly, and the accuracy on
both training and validation (train accuracy and val accuracy)
showed progressive improvement, signifying an effective train-
ing process and good model fit to the data.

The confusion matrix Fig.5 highlighted excellent precision
and recall rates for the ”Green” category, representing unripe
bananas, suggesting that the model performs exceptionally
well in distinguishing this category. ROC Fig.6 and precision-
recall curves Fig.7 further demonstrated the model’s robust
discriminative power across different ripeness categories.

Gradient histograms Fig.8 illustrated the distribution of gra-
dients across different layers, with gradients remaining stable
throughout training, without any signs of gradient explosion
or vanishing, indicating a stable learning process.

In summary, the training of the ResNet50 architecture on the
banana dataset proved to be successful, with stable training
dynamics and high accuracy, demonstrating its effectiveness
for image recognition tasks. This sets a solid foundation for
future optimizations and applications.

1https://github.com/manuelknott/DINO-ViT fruit quality assessment/blob/
main/baseline experiments/train cnn.py

2https://api.wandb.ai/links/sustech me336/tvwxj2w3

https://github.com/manuelknott/DINO-ViT_fruit_quality_assessment/blob/main/baseline_experiments/train_cnn.py
https://github.com/manuelknott/DINO-ViT_fruit_quality_assessment/blob/main/baseline_experiments/train_cnn.py
https://api.wandb.ai/links/sustech_me336/tvwxj2w3


(a) Train loss (b) Validation loss

(c) Train accuracy (d) Validation accuracy

Fig. 4: Model training performance chart

Fig. 5: Confusion matrix

B. Environment and Simulation

Using the codes in Github, our group has built up an
environment that contains a blue basket, a convey belt and has
red cubes moving on it every several seconds. Our group uses
a ur5 manipulator with a depth camera and the manipulator
can identify the red cubes and catch them, and throw them into
the basket, which is similar to our purpose. Figure 9shows the
working manipulator.

After the robotic arm’s built-in camera is activated, it can
take photos according to our requirements. Simultaneously,
Python image processing code will also be initiated, waiting
for the image to be received. Currently, the set interval for
taking photos is 0.5 seconds. The current code is a simulated
demo used to verify if the communication effect can be

Fig. 6: Receiver operating characteristic curves

Fig. 7: Precision-Recall curves

achieved. Whenever the camera takes a photo, Python will
read this image and process it into black and white, placing
it into another file package. Figure 10is the implementation
effect of the demo, subsequent code will be added to integrate
with the ViT code.

VI. FUTURE PLANS

The future plans of our project are as follows:

1) Further training the model with ViT, comparing the ViT
result with CNN.

2) Changing the red cubes, trying to insert some pictures
on top of red cubes.

3) Using the machine learning model to train the manip-
ulator, making it distinguish the defective from normal
fruit.



(a) (b)
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Fig. 8: Training gradients distribution visualizations

Fig. 9: Manipulator grasping red cube

Fig. 10: Communication between ROS and Python
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