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Abstract—This paper studies the task of grasping arbitrary
objects from the known categories by free-form language instruc-
tions. We bring these disciplines together on this open challenge,
which is essential to human-robot interaction. Critically, the key
challenge lies in inferring the category of objects from linguistic
instructions and accurately estimating the 6-DoF information of
unseen objects from the known classes. In this paper, we propose
a language-guided 6-DoF category-level object localization model
to achieve robotic grasping by comprehending human intention.
To this end, we propose a novel two-stage method. Particularly,
the first stage grounds the target in the RGB image through
language description of names and attributes of objects. The
second stage extracts and segments point clouds from the cropped
depth image and estimates the full 6-DoF object pose at category-
level. Under such a manner, our approach can locate the specific
object by following human instructions, and estimate the full
6-DoF pose of a category-known but unseen instance which
is not utilized for training the model. In the experiment, we
designed several world scenes in Webots virtual environment,
and then input our demand for grasping objects through voice,
and judge whether the robot arm can grasp smoothly. Finally,
the experimental results show that the capture success rate of
our project is close to 90%, and it only takes about 60 seconds
on average.

I. INTRODUCTION

Understanding natural language instructions is an essential
skill for domestic robots, releasing humans from pre-defining
a specific target for robot grasping by programming. This
inspires the task of making robots understand human instruc-
tions. In this task, the robot demands to localize the target
object by parsing the names, potential attributes, and spatial
relations of objects from the language descriptions. Thus it is
non-trivial to make robotic grasping by linguistic description,
as this task requires mature techniques from Computer Vision
(CV), Natural Language Processing (NLP), and robotics. In
this paper, we bring these disciplines together on this open
challenge, which is essential to human-robot interaction.

To summarize, in this paper, we propose a category-level 3D
object localization model to grasp unseen instances via natural
language description. Take an RGB-D image and a natural
language description as input, our goal is to infer the 6-DoF
pose of the most likely object that matches the description.
Firstly, The speech input is processed by NLP method, and
the characteristic labels of the object description are extracted.
Then, the classification and definition of the objects placed in
the big world are defined by computer vision. Second, this
project will use YOLOVS to recognize objects in RGB images
and match the features extracted by speech features before to
confirm the object capture. Thirdly, the RGB image and the
depth image were cut, and the optimal captured 6D posture

was calculated using GQCNN. Finally, inverse kinematics is
used to control the manipulator to grasp. As shown in Fig. 1.
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Fig. 1. Visualization results from variants of our systems in Webots.

The key challenge lies in inferring the category of ob-
jects from linguistic instructions, and accurately estimat-
ing the 6-DoF information of unseen objects from the
known classes. Specifically, the vanilla object pose estimation
approaches[[14]][4][[15] attempt to estimate the poses of objects
from the image, while we aim at locating specific objects
using a natural language description. Here we employ con-
volutional neural networks (CNN) and connectionist temporal
classification (CTC) to parse the linguistic instructions and
generate features related to the features of the captured objects.
Furthermore, the other thing that we focus on is, how do we
match the object labels that we get with NLP to the actual
objects that are laid out in the world. We decided to use the
combination of YOLOvVS and computer vision to classify all
objects in the world environment, that is, give them different
labels that conform to objective basis, and then match this label
with the voice label obtained through NLP, so as to obtain the
actual information of the object we want to capture. Finally,
this project plans to use GQCNN to confirm the 6D posture
of the captured object based on the depth information of the
confirmed object, so as to better ensure the flexibility of the
captured object.

II. RELATED WORK
A. Chinese Speech Recognition System

The commonly used Chinese speech recognition process is
divided into four steps: feature extraction, matching the speech
spectrogram and corresponding pinyin using acoustic models,
and decoding the Chinese text corresponding to pinyin.

The most important part of this is feature extraction.
Typically, feature extraction is given to human ear auditory



structures. As we all know, human speech originates from the
initial sound produced by the vocal apparatus in the body. It
is filtered by the shape of the vocal tract formed by other
objects, including the tongue and teeth, to produce a wide
variety of speech sounds. Traditional speech feature extraction
algorithms are based on this. And with some digital signal
processing algorithms, they are able to include the relevant
features more accurately, thus helping the subsequent speech
recognition process. Common speech feature extraction algo-
rithms include MFCC, FBank, LogFBank, etc. The thematic
flow of these programs is shown in Fig. 2.
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Fig. 2. Flow chart of common feature extraction algorithms.

To improve the speech recognition rate, it is necessary to
overcome the varieties of diversity faced by the speech signal,
including the diversity of speakers (the speaker itself, as well
as the speakers), the diversity of the environment, etc. A
convolutional neural network provides translational invariant
convolution in time and space. And by applying the idea of
convolutional neural network to acoustic modeling of speech
recognition, the invariance of convolution can be used to
overcome the diversity of speech signal itself. From this point
of view, it can be considered that the entire time-frequency
spectrum obtained from the analysis of the speech signal is
treated like an image, and the deep convolutional network
widely used in images is used for its recognition.

Based on these information, we try to implement Chinese
speech recognition using convolutional neural network as the
core network. In this project, the acoustic model is trained by
using Convolutional Neural Network (CNN) and Connectivity
Temporal Classification (CTC) methods to transcribe sounds
into Chinese pinyin by using a large Chinese speech dataset,
and to convert the pinyin sequences into Chinese text by
language model. After finishing the speech recognition, we
also need to do the keyword processing operation on the

obtained speech, where the TextRank algorithm is used to help
us extract the effective information in the article. Examples
include the captured object, the color of the captured object,
the shape of the captured object, etc.

B. Target Detection

The purpose of this part is to identify all objects in RGB
images and make specific recognition according to the labels
generated by NLP. Concerning the potential application of
real-time target detection, we plan to use YOLO, a typical
one-stage algorithm, to accomplish the above goals.

So far, YOLO algorithm has eight generations. The first
generation[5]] was proposed by the founder Joseph Redmon in
2015. At the third generation, he announced to stop supporting
project development for YOLO. Due to the open source nature
of the project, Alexey Bochkovskiy and others developed the
fourth generation according to Darknet [9]], which has better
performance. However, the disadvantage is that the code is
miscellaneous and the volume of generated results is too large.
The fifth generation, developed by the American company
Ultralytics LLC [16], greatly improved the performance and
added some features like hyperparameter optimization. The
latest generation of the network, namely YOLOVS, supports a
full range of vision Al tasks. Due to the content of work and
compatibility reasons, YOLOVS is chosen here as the engine
for target detection.

C. Grasp Planning.

Given an object and reachability constraints due to the
environment, grasp planning considers finding a gripper con-
figuration that maximizes a success (or quality) metric. Meth-
ods can be categorized based on success criteria into two
types: analytic methods [12], which evaluate performance
according to physical models such as the ability to resist
external wrenches [11]], and empirical (or data-driven) methods
[3], which typically rely on human labels [2] or the ability to
lift objects in physical trials [10]. More importantly, in this
article, we tend to use Empirical approaches, which commonly
utilize machine learning techniques to develop models that
directly map robotic sensor readings to success labels derived
from human evaluations or physical trials. Human labels
have gained popularity due to their empirical correlation with
physical success [2]], despite the potential cost associated with
acquiring them for large datasets.

III. DATA
A. Chinese Speech Recognition System

Our speech recognition system follows a traditional end-to-
end training approach, where we feed speech into the VGG
learning network, which will output phoneme free phonetic
sounds corresponding to the speech. Then we use the CTC
method to combine these phonetic sounds and connect them
into appropriate sentences. These generated sentences will be
compared with the training set results for back-propagation
to correct the VGG network parameters. So our core training
set is the translation of a large number of Chinese speech



messages with their corresponding Chinese characters and
pinyin.

In our search for a training set, we originally wanted to
choose the thchs30 training set because it contains many
dialects and essentially all syllables, but given its release date
in 2001 and its small capacity of 30h recording time, it could
not meet the training needs of an end-to-end model. We finally
chose the aishell training set, which was released in 2017 and
contains over 170 hours of speech recorded by 400 speakers.

TABLE 1
COMPARISON OF THCHS30 AND AISHELL
Data Set | Speaker | Hour | Utterance
thchs30 30 27.33h 10893
aishell 340 150h 120098

Although we introduced in the previous paper and did not
do much processing on the input speech information to ensure
the integrity of the information, we still need to do some
operations to extract the frequency domain features of the
speech to facilitate the lagging network to learn the features.

We start by framing and windowing the normal speech
signal. The sliced signal still needs to be Fourier transformed,
but we discard the manual filtering and weighting operations.
Instead, we choose to directly input the “time-frequency”
amplitude spectrum obtained after the fast Fourier transform
and modulation into the neural network as a logarithm.

For our statistical N meta-linguistic model generation algo-
rithm for the pinyin-to-text part, we directly used open-source
categorized statistical single-word and two-word phrases in-
stead, as shown below:
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Fig. 3. Data in N meta-linguistic model generation algorithm.

For the keyword extraction part, it is only necessary to carry
out data pre-processing operations such as word separation,
lexical annotation and removal of deactivated words for the
long sentences previously recognized by speech. Finally a total
of n candidate keywords are obtained, and the keywords are
constructed as a graph. Then the probability of keywords can
be solved iteratively.

B. Target Detection

For the section of target detection, The data were collected
from the MsCOCO dataset. The dataset provides 200,000
images with corresponding labels in 80 categories, and is
widely used in the field of target detection. With the help

of the dataset, the model could learn the characteristics of our
objects to be grasped and decide whether an unknown object
is or is not the required one.

After learning and training with the dataset, we can use the
trained model to meet demands. The input for the model under
working environment are the image and depth data acquired
from the camera in the simulation environment. The image
should be in general formats like .png so that the algorithm
could recognize it as the input. Also, the keyword from our
speech input should also be involved to filtrate the various
objects identified in the image. With the filtration, the location
of only one identified object could be produced and delivered
to the section of grasp planning.

C. Grasp Planning

For the section of grasp planning, research in this do-
main has predominantly focused on establishing associations
between human labels and graspable regions in RGB-D
images[8] or point clouds [7]. Lenz et al.[8] compiled a
dataset comprising over 1,000 RGB-D images, annotated with
successful and unsuccessful grasping regions by humans. This
dataset has been utilized to train efficient CNN-based detection
models [13]].

Additionally, GQCNN requires two inputs: the camera in-
trinsic matrix and the depth information containing the grasped
object. The camera intrinsic matrix corresponds to the depth
camera used in the recorded data. The depth information is an
array data returned by the depth camera, with the file extension
.npy. It is important to note that the depth information required
as input to the model should only include a single object. If
there are two or more objects present, it may result in incorrect
grasping behavior. In such cases, preprocessing steps, such as
cropping the depth information and masking irrelevant values,
are required.

IV. METHODS

A. Speech recognition system based on deep learning imple-
mentation

1) Feature Extraction: The extraction algorithm of MFCC
features we mentioned above is not so much about extracting
features, as it is just about pre-processing the sound signal.
Conventional MFCC features, after Fourier transform, are
present with various types of artificially designed filters, such
as Mel filters. These artificial auditory feature-based speech
feature extraction are based on some prior knowledge. For
example, people are not sensitive to hearing high frequency
signals, then this type of processing will cause a large loss of
the speech signal in the frequency domain, especially in the
high frequency region. And in order to reduce the computation
of slicing operation, those traditional speech feature extraction
algorithms will also produce very large time window offset in
the time domain. So it will also lead to the problem of sound
information loss, especially when the speaker speaks faster.

We choose to leave further feature extraction to a subsequent
neural network model. The neural network can automatically
learn Mel filter-like extraction features during the training



process, which often outperforms traditional feature extraction
algorithms in current practical applications since it contains
more information that traditional algorithms discard.

2) Acoustic models implemented by convolutional neural
networks: In the past years, speech recognition has made
great breakthroughs. IBM, Microsoft, Baidu and many other
organizations have launched their own Deep CNN models to
improve the accuracy of speech recognition. The process of
trying Deep CNN is also roughly divided into two strategies:
one is the acoustic model based on Deep CNN structure
in HMM framework, CNN can be VGG, residual connected
CNN network structure, or CLDNN structure. The other one
is the end-to-end structure, which is very popular in the last
two years. Examples are end-to-end modeling using CNN or
CLDNN in CTC framework, or coarse-grained modeling unit
techniques such as Low Frame Rate and Chain model, which
are proposed recently.[6]

We tried to train acoustic models based on Keras and
TensorFlow frameworks, using VGG’s deep convolutional
neural network as a network model.[l][VGG was proposed
by the Visual Geometry Group at Oxford. Its main work is
to demonstrate that increasing the depth of the network can
affect the final performance of the network to some extent.

In brief, in VGG, three 3x3 convolutional kernels are used
instead of 7x7 convolutional kernels, and two 3x3 convolu-
tional kernels are used instead of 5x5 convolutional kernels,
the main purpose of this is to improve the depth of the network
while guaranteeing to have the same perceptual field, and to
improve the neural network to some extent. 5x5 convolution
is viewed as a small fully connected network sliding in the
5x5 region. We can first convolve with a 3x3 convolutional
filter, and then connect this 3x3 convolutional output with
a fully connected layer, which can also be seen as a 3x3
convolutional layer. This way we can cascade (superimpose)
two 3x3 convolutions instead of one 5x5 convolution. With
such a network, we tried to construct the prediction of speech
spectrum features to pinyin.

224x224x3  224x224x64
“

112x112x128
7 @)

@

Q5519 TxTx512

%&M%L 1x14096_ 1x1x1000
f — =

— @ )]

@

@ (=) convolution+ReLU
® (~{) max pooling

® softmax
@ ( fully connected+ReLU

Fig. 4. VGG network structure diagram.

3) CTC decoding: The output of the acoustic model of
speech recognition system often contains a large number of
consecutive repetitive symbols, so we need to merge consec-
utive identical conformations into the same symbol, and then
remove the silence separator marker to get the final actual

sequence of phonetic symbols of speech.

The core of CTC sorting is the introduction of the space
character to solve the problem of repetition in the correspond-
ing characters, while counting all the syllable combinations
that can form a word and accumulating the probability to arrive
at the most likely result.

The CTC calculation is based on the following equation:

T
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Based on the designed directed graph shown in Fig. 5.,
we can obtain all possible combinations of a sequence and
calculate the probability of the corresponding sequence. The
maximum probability is the phonetic output of our correspond-
ing speech.
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Fig. 5. CTC directed graphs.

4) Statistical language models: from Chinese pinyin to text:
Theoretically, if S is a meaningful sentence consisting of
a sequence of words wl,w2,..wn (n is the length of the
sentence), then the probability that the text S holds, i.e., the
probability P(S), is the probability that the first word occurs
multiplied by the probability that the second word occurs
under the condition that the first word occurs, multiplied by the
probability that the third word occurs under the condition that
the first two words occur and then the probability of the third
word occurring under the conditions of the first two words,
all the way to the last word. The probability of occurrence of
each word is related to all the previous words, so we have the
following formula:

P(S) = P(wi,ws,...,wn) = P(w1)"P(ws | w1)"P(ws |
w1, wa) ... Plwy, | w1, wa,. .., wp_1)

But such iterative probabilities are difficult to calculate, so
based on Markov assumptions, the probability of the current
word can have a fairly good accuracy rate if only the previous
word is considered. And in practice, it is usually enough to
consider the first two words, so the formula can be simplified
as follows:

P(S) = P(wl,wg,...
wa) ... Plwy, | wh—1)

As for the acquisition of frequency, we follow the theorem
of large numbers that relative frequency is equal to probability,
as long as the statistics are sufficient. Based on the dataset of

s W) = Plw)*P(ws | wi)*Pws |



the corpus, we can then obtain the probability of a single word
and the probability of a phrase based on a word.

As for the probability-based word selection, we choose the
Viterbi algorithm to help us do dynamic planning. The Viterbi
algorithm simplifies the entire process, iterating through the
previous possibilities in terms of nodes, and assigning the
minimum value to the calculation after this node. The entire
workflow is shown in Fig. 6.. In terms of efficiency compared
to brute force traversal of all paths, the Viterbi algorithm
removes the paths that do not meet the shortest path require-
ment when it reaches each column, greatly reducing the time
complexity. Also, since all nodes are traversed, there are no
incorrect solutions. We may also try to solve this problem later
by adopting the idea of reverse regression for the DP problem.
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5) Keyword Extraction: The TextRank algorithm is a graph-
based ranking algorithm for keyword extraction and document
summarization. Its basic idea is to consider a document as a
network of words, and the links in this network represent the
semantic relationships between words. Then the importance of
the word is the degree of contribution of the words around the
word. After several iterations, the importance of all the words
will tend to a stable value, and the words with large importance
are the keywords. The iterative formula is as follows:
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B. Target Detection

The network of YOLOVS is divided into input layer, back-
bone layer (benchmark network), neck layer and output layer.
A total of four models are included natively with YOLOVS,
namely YOLOvS5s, YOLOv5Sm, YOLOVS5], and YOLOVS5xX.
They are ranked by the width and depth of the network. Since
the scene and objects we used for experiment are relatively
simple and clear, the model of YOLOVSs is sufficient for our
use. The original amount of 80 classes can cover our mission
of target detection.

With the key word already acquired, it is urgent to identify
the corresponding object and find out its location. The input
image from the camera will be split into an S*S grid when
entering the algorithm. When the center of an object falls into
a grid, it will be detected. A total of M targets can be detected

out of one grid, and each target returns five values, including
the position values (X, y, w, h), as well as the confidence value
of the prediction. So the output for the input image is a tensor
of S*S(5*M+N). Meanwhile, the irrelevant objects should be
seen as disturbances and ignored in the process. To realize the
goal, restrictions are given to the model to output the location
of the given object only. To handle the process better, the
original output of a labeled image has been replaced by the
data of boundaries of the identified feature. The boundaries
are a set of integers in pixels, which directly decides the area
of the feature on the image and helps set the boundaries for
the range image. With the boundaries set, the effective range
data can be split from the complete data and transmitted to the
phase of grasp planning, where the pose of grasp is computed.

C. Grasp Planning

In order to perform grasp pose estimation from camera
images, we have identified two models: GQCNN and another
neural network system proposed by Lenz et al.[8]]. However,
these two neural network systems have different input re-
quirements, where GQCNN only requires depth map input,
while Lenz’s model [8] requires RGBD image input. After
comparing the two models, we opted for the utilization of the
GQCNN neural network in our project to streamline the input.
We obtained the pre-trained CNN model from their official
website and employed it for grasp pose detection.

1) GOCNN: GQCNN takes 2.5D depth images as input
and produces four parameters as output: the x, y coordinates
and the depth information in the z-direction of the predicted
grasping position, and the angle between the grasping gripper
and the horizontal direction. Therefore, in our project, it is ap-
propriate to preprocess the depth information captured by the
depth camera within the simulator and pass it to the GQCNN
model for grasp pose estimation. Due to the sensitivity of
GQCNN to camera parameters, if the input camera parameters
do not correspond to the provided depth values, there may be
a phenomenon of grasping point displacement. By referring
to the RGB camera and RangeFinder API documentation of
Webots, we obtained the formula for calculating the focal
length of the camera in Webots.

fo = (Width/2) /tan(fieldO fView/2)
fy = (Height/2)/tan(fieldO fView/2)

The variables “Width,” “Height,” and “CameraField-
OfView” in the formula represent the parameters of the camera
in Webots.

D. Manipulator grasping

First of all, according to the information received from the
range finder in the previous step, we determined the position
of the object, which is also the position where the end effector
need to reach. At the same time, we determined the position
and the pose of the end effector through the GQCNN neural
network.



Fig. 7. The depth image of the Fig. 8. Illustration of grasp pose
grasped object. points predicted by GQCNN.

Next, we continued to solve the inverse kinematics of DH
in Python environment. Considering the applicability of the
manipulator and the open source content, we selected URSe
and pioneer-3-gripper with the DH table to obtain the position
information of each joint after calculation.

Wrist 1 joint

Wiist 2 joint

4 /" wiist 3joint
/ 0 " Toolflange

G,,

Base joint,

Shoulder joint,

Elbow joint

URSe

Kinematics [theta[rad] |a[m] |d[m] [|alpha[rad] |Dynamics [Mass [kg] |Center of Mass [m]
Joint 1 0 0 0.1625 /2 Link 1 3.761 [0,-0.02561,0.00193]
Joint 2 0 -0.425 |0 0 Link 2 8.058 [0.2125, 0,0.11336]
Joint 3 0 -0.3922 |0 0 Link 3 2.846 [0.15, 0.0, 0.0265]
Joint 4 0 0 0.1333 /2 Link 4 1.37 [0,-0.0018, 0.01634]
Joint 5 o 0 0.0997 |T/2 Link 5 1.3 [0, 0.0018,0.01634]
Joint 6 o 0 0.0996 [0 Link 6 0.365 [0, 0,-0.001159]

Fig. 9. Parameters of mechanical arm and gripper

Then, after setting the input parameter mode, we pass the
joint angle into Webots internal controller with the same
variable name. Then we write the corresponding relation and
grasping logic of the robot arm joint to manipulate the robot
arm. (Refer to file p_controller.c for details.) In this step,
considering the working range and singular solution of the
manipulator, we set the manipulator at the height of 0.5m to
improve the grasping success rate.

Finally, we can see that with the simulated physics, the
object can be directly grasped to verify the accuracy of the
grasping position and DH solution.

V. EXPERIMENTS

In order to better highlight the robustness and high success
rate of this project in speech recognition capture, first of all, we
designed a series of verification experiments specifically for
speech recognition. Specifically, the first part is the verification
of speech-to-text ability, that is, to judge whether our speech
recognition function can successfully convert speech signals
into text completely and accurately. The second part is to
verify that key information can be extracted smoothly in some
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Fig. 10. Parameters of mechanical arm and claw

special cases, in this case, long text and some special dialects
of inland China, such as Cantonese.

Fig. 11.

Experimental scene

Secondly, in order to verify the overall realizability of
this project, we designed different grasping scenarios and
different grasping targets and conducted several experiments
respectively, as shown in Fig. 11. Our experimental scene was
built in the Webots environment, and each scene contains
at least two objects in our daily life, so as to verify the
consistency and success rate of the overall process of our
project. Specifically, we take an RGB image and a speech
signal as input, and then process it layer by layer to see if the
robot arm can smoothly pick up the desired objects from the
scene with multiple objects. Here, the condition of success
is that the object can be smoothly formulated to grasp and
extract to a certain height. Finally, in the experiment of our
overall process, the difference of success rate of each part was
highlighted. We calculated the specific success rate difference
of each part.

A. Speech recognition system

1) Chinese Speech Conversion: For our test set we trained
the network to achieve an overall correct rate of over 80%,
and then we did some project-specific training.

To test the robustness of the system, we added noise to
interfere with the recognition on the premise of the original
speech, and the experimental results were equally correct.
Our initial guess for this robustness is that the input speech
spectrogram is transformed into a high-frequency signal when



the Fourier changes, and the high-frequency noise has less
weight in the VGG network, so it is not affected.

We then tried using dialects, using the Sichuan version and
the Shaanxi version of ”Give me a red apple”, and we did not
get very good results with either. We suspect that the change in
pitch is very misleading to our recognition, and even if all the
phonetic symbols are correct and only one word is incorrect,
it will have a serious impact on our overall recognition.

'hong2', 'se4', 'deS', 'pind4', 'guod']

'si4', 'di4’', 'pind', 'guod']

Fig. 12.

Attempts on dialects version

We then tried long sentences, hoping to explore whether
complex, illogical mixed sentences would have an impact on
recognition. And it turned out that the model still maintained
a high level of correctness for this type of sentence, with the
results shown in the following figure:
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Fig. 13. Attempt on long, complex, illogical mixed sentences

Finally we tested the model on a large scale. For 43 times
out of 50 tests, the model was able to perfectly reproduce
the utterances we described by speech. In 5 of the remaining
cases, although some words were wrong, the key information
such as “apple” and “red” were correctly recognized. And
in the remaining 2 cases, the recognition failed due to poor
pronunciation.

2) Keyword Extraction: Our whole task is to reduce the
semantics through speech and extract the core actions from the
semantics, then keyword extraction is a very important part.
For our robotic arm task, the core keywords are grasping the
item, a description of the grasped item, the grasping position,
and the grasping action.

For our first attempt, the semantic input was “put the red
apple on the table in front of me”, and we were able to recog-
nize perfectly: the grasping object - apple, the descriptor -red,
grasping action - put in front, but not the orientation word “’in
front”. We guessed that orientation words such as ”in front”,
“behind”, ’left” are usually found at the end of the sentence as
position designation, so there is basically no association with
the word that follows. And unlike nouns, which can have many
combinations with other words, orientation words are weakly
associated with other words.

We then proceeded to extract feature words from the long
sentences in the previous section to investigate whether the
model could accurately locate long sentences with complex
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Fig. 14. First attempt of Keyword Extraction

logic. The result is obvious, although the keywords are mixed
with interfering words such as “weather” and heat”, “apple”
is still extracted as the first keyword. Unfortunately, “red” was
dropped to the back of the list.
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Fig. 15. Keyword Extraction on long sentence

We then replaced the crawled items to test the model, as
we wondered if the word “apple” was too specific to rank
high. We entered the sentence I love bananas, the table is
big, the weather is nice, give me some encouragement, put
the red banana on the table in front of me”, and we switched
the position of apple and banana, and the two outputs were
exactly opposite. This shows that the real reason for the front
position of “apple” is that the phrase it is in is long and is the
body of the whole long sentence.
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Fig. 16. Keyword Extraction on changing main item

We finally did a large-scale test of the feature extraction
function, and for 50 long sentences mixed with various inter-
fering words, the model always extracted information such as
“apple”, “red”, “take ” information. And the key item “apple”
always ranks in the top 3.

B. Whole process experiment

The first is the design of the experimental environment.
The construction of the whole experimental environment is
based on Webots. In the world, we have placed a number
of experimental objects, including large and small, animals,
daily supplies and food. More importantly, in order to meet
the needs of object recognition and grasp position and pose



judgment, RGB-D camera is absolutely necessary. However,
because there is no corresponding camera in Webots environ-
ment, we decided to add RGB camera and depth camera to
the same position in the world environment, and adjust the
internal parameters of the two cameras, so as to ensure the
pixel alignment of the two cameras. At the same time, in view
of the grasping content of mechanical arm in this project, we
also added URSe mechanical arm into the world.

The second part is the summary of experimental data.
Besides the most important part of speech recognition, this
project also includes many other parts, such as object recog-
nition and grasping posture. So we’re counting the success
rates of all the other parts as well as the overall success rates.
Specifically, total SR represents the success rate of the overall
experimental process, while training SR and testing SR also
represent the success rate of the overall experimental process,
but the biggest difference between them is that the statistical
experiment of training SR is directly input with text labels.
That is, the speech recognition part is omitted and the success
rate of the implementation of other parts is directly considered,
while testing SR statistics experiments with normal speech
signals as input. In addition, we also specially consider the
tp&spec SR that only recognize the position and posture of
objects and grasp by robotic arms, and others SR that only
recognize objects. Most importantly, in order to justify the
project we designed, we didn’t waste too much time. We also
specially counted the processing time of the whole experiment.

100 90

Rate(%)
[
(s)ouns

total SR training SR testing SR tp&spec SR others SR operation time

Fig. 17.  The result of mean and SD of total SR (mean=88.0%, SD=4.2%),
training SR (mean=90.0%, SD=6.7%), testing SR (mean=87.0%, SD=4.2%),
tp&spec SR (mean=86.0%, SD=8.4%), others SR (89.0%, SD=5.2%) and
operation time (mean=66.8s, SD=10.4s). The y value of the first five is
represented by the left axis, the unit is % and the y value of operation time
is represented by the right axis, the unit is second.

The final stage is the sorting of experimental data, as shown
in the Fig. 17. First, the success rate of our overall project
is close to 90%, which means that our project has a certain
stability and success rate. Second, through the comparison of
testing SR and training SR, it can be found that our speech
recognition project is mature enough, that is, there is no
significant difference between the use of speech recognition
and the direct input of expected objects in the experimental
results. This means that the speech recognition part of us
is already sophisticated enough to extract the keywords in
the speech signal. Thirdly, both object pose recognition and
grasp by mechanical arm and object recognition have enough
amazing success rate in nature. Although the success rate
of grasp and grasp by mechanical arm has great fluctuation

and the lowest average value, the overall success rate will
not be significantly affected due to the sufficient clamping
force and friction degree of mechanical claw. Fourthly, the
process time of our whole project is restricted to about
65s, but in fact, the operation time here is calculated based
on the corresponding time of RGBD image generation and
mechanical arm. Therefore, after the whole project is truly
integrated, this time will be further shortened, which reflects
the superiority of this project in grasping.

VI. CONCLUSION
A. Speech recognition

Our speech recognition system can achieve a certain degree
of accuracy and robustness for noisy speech input and long
speech input, but it does not get good results for dialects that
change intonation, which is attributed to the strong correspon-
dence between pinyin tones and text, and once the pinyin tones
are wrong, recognition will basically fail, and the results of
our final large-scale tests are as follows:

TABLE II
SPEECH RECOGNITION RESULTS
Quantity Result
43 Perfect recognition of voice
translation to complete all semantics
5 Mis-translated some unimportant

speech but successfully translated
core semantics, e.g., grasping objects
and descriptions of grasping objects
2 Did not complete accurate translation
because of bad pronunciation

B. Keyword Extraction

Since we did not use crawling as a training context, the
priority of the keyword depends only on the proportion of
the word in the whole sentence. We found that nouns and
adjectives are more easily extracted because they have better
compatibility with other words and can form various phrases,
but orientation words are not easily extracted. And the closer
the word is to the middle of the sentence and not located at the
ends of the sentence, the higher the extraction priority is. And
the higher the proportion of the content of the main clause to
which the word belongs to the whole sentence, the higher the
priority is.

C. Target detection

First of all, our target detection system has a large library
of objects, that is, it can quickly identify almost all objects in
daily life, and it will not be limited by strange objects. Addi-
tionally, the target detection system can reach great accuracy in
our simulation environment. For most of the objects captured
with the camera in our experiments, the model can identify
them and give out their locations. However, some problems
do exist in the process of detection. Examples are that if the
object sits on the ground with its side facing the camera, the
model is not able to identify it due to limited features. And
if the object is tilted in the picture due to wrong poses of



camera, there is a chance for the model to misrecognize the
features. For future improvements, data from different angles
of a certain object can be added for training the model.

D. Grasp planning

GQCNN can generate grasp points for various complex
objects with high success rate. We conducted over 20 object
grasp tests with GQCNN, and it was able to generate effective
grasp points for 91.3% of the objects. Sometimes, the grasp
points generated by GQCNN are located far from the object’s
center of gravity, requiring high gripping forces and friction
coefficients to ensure a secure grasp and prevent slippage
on the gripper. Second, GQCNN also has extremely high
robustness. Specifically, during the experiment, the shooting
of our camera will have wide-angle distortion, but this will
not affect the final result.

GQCNN encounters difficulties in solving grasp poses for
objects with specific shapes, such as smooth spheres or circular
cans. GQCNN cannot adjust grasp points based on gripper
size or gripper type. Additionally, since GQCNN does not
take gripper configuration into account, it generates many
unreasonable grasp points for our specific gripper setup. For
example, in the grasping experiment with a small sheep toy,
GQCNN generated grasp points at the location of the sheep’s
legs. However, due to the relative size difference between our
gripper and the sheep toy, it was unable to grasp the sheep’s
legs, resulting in an error.

Fig. 18. Errors occur when there is a mismatch in size between the fixture
and the object being grasped.

E. Manipulator grasping

1) Work completed: In this part, our main work content
are: First, select and set parameters of mechanical arm and
claw. Second, obtain the target position and claw position, and
get the joint angle by DH inverse kinematics solution. Third,
send parameters into Webots controller and edit manipulator

controller. The last one is change the environment and objects,
then obtain data through repeated experiments.

2) Problems and future improvement: The first problem is
in the calculation method of DH, it is relatively basic and does
not fully consider the real factors such as joint interference. So
for our next move, we could add calibration and compensation
in an analytical way to avoid such circumstances. The second
problem is also vital that there is no path planning for
manipulator control, For example, in the process of grasping,
there may be interference of the robot arm’s own joints, as
well as interference between the robot arm and objects in the
environment. Therefore, in order to solve such problems, we
will use ROS-Movelt! as an external controller to integrate
movement solutions and path planning.
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