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Motivation and Main Problem

Point Cloud:

 Definition: a discrete set of data points in space to

represent a 3D shape or object
 Problem: inherently lack topological information

 Application: Indoor navigation, self-driving vehicles,

robotics, and shape synthesis and modeling

CNN: a class of artificial neural network most

commonly applied to analyze visual imagery

AncoraSIR.com

Presenter Name & Date of Presentation Title of Your Presentation



Problem Setting

EdgeConv:

« Suitable for CNN-based high-level tasks on point clouds including classification and
segmentation

« Captures local geometric structure while maintaining permutation invariance
Key contributions of their work in the paper:
* Introduce EdgeConv

 Show that this model can learn to semantically group points by dynamically updating the graph
from layer to layer

« Demonstrate that EdgeConv can be integrated into multiple existing pipelines for point cloud
processing

* Do extensive analysis and testing on EdgeConv and show its performance on benchmark
datasets
SUsTech

 Release codes to the public
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Related Work and Limitations of Prior Work

1. Hand-Crafted Features: use various algorithms on the information present in
the iImage Iitself (edges and corners detection)

2. Deep Learning on Geometry: use emerging techniques that generalize neural
networks to Euclidean and non-Euclidean domains

3. Geometric Generative Models: attempt to generalize models such as
autoencoders, variational autoencoders (VAE) and generative adversarial
networks (GAN) to the non-Euclidean setting

Key limitation of prior work: treat each point independently, thereby ignoring
local geometric information
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Edge Convolution
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Edge Convolution
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Edge Convolution

an asymmetric edge function

Standard convolution X = Z Om - Xj, he(xi.xj) = hg(xi.xj — X;).

Ji.j)e& /

used in PointNet ho(x;.x;) = ha(x;).
B( I J) 9( 1) E;jm — RELU(Qm . (Xj _Xi} + qu 'Xi)a
ho(xi.x;) = he(xi) Xim = Z(ha )9(u(xi, xj)), \
adopted by Atzmon etal.  ""0'Xi-X; o(X; m Ly (x5) J
JE ' ! !

x. = max e€;. .
e U™

only local information he(xi.xj) = hg(xj — x;).
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Dynamic graph update

1. With dynamic graph updates, the receptive field is as large as
the diameter of the point cloud, while being sparse.

2. Compute a pairwise distance matrix in feature space and then
take the closest k points for each single point
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Properties

¥ = max haglx;.x
' oHL))eE o(xt. X))

Permutation Invariance

Translation Invariance

E;J,m, =Om- (X +T— (X + T+ P - (x + T)
= Om-(Xj—Xi)+ g - (X2 +T).
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Comparison to existing methods

Agpgregation Edge Function Learnable parameters
PointNet [Qi et al. 2017b] — hg(x;.x;) = hg(x;) e
PointNet++ [Qi et al. 2017¢] max hg(x;.x;) = hg(x;) e
MoNet [Monti et al. 2017a] ¥ hﬂ,,,,w,.'[xhxj) =80n -{xj {E}gw"{u{x;,xj}]} Wn. B
PCNN [Atzmon et al. 2018] ¥ hg, (xi.Xj) = (8 - xj)g(u(x;. X)) Bm
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Evaluation

1.Classification
Data source: ModelNet40 [Wu et al. 2015]

Augment the data by randomly scaling objects and perturbing the object and point locations.

Architecture:
BE 0 O e B s | ' R . B S 9
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The model architectures used for classification
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Evaluation

1.Classification
Training: momentum for batch normalization : 0.9  batch size : 32 momentum: 0.9.

Result:

MEean OVERALL
CLASS ACCURACY ACCURACY
3DSHAPENETS [WU ET AL. 2015] 773 84.7
VoxNET [MATURANA AND SCHERER 2015] 830 85.9
SUBVOLUME [QI ET AL. 2016] 86.0 89.2
VRN (SsINGLE VIEW) [BROCK ET AL. 2016] 88.98 -
VEN (MULTIPLE VIEWS) [BROCK ET AL. 2016] 91.33 -
ECC [SmmoNovsKY AND KoMoDaxkis 2017] 83.2 87.4
PornTNET [QrI ET AL 2017B] 86.0 89.2
PorNTNET++ [Q1 ET AL. 2017C] - 90.7
Kp-NET [KLOoKOV AND LEMPITSKY 2017] - 90.6
PoriNTCNN [L1 ET AL. 20184] 88.1 92.2
PCNN [ATzMON ET AL. 2018] - 92.3
OURs (BASELINE) 88.9 91.7
Ours 90.2 92.9
Ours (2048 POINTS) 90.7 93.5

Table 2. Classification results on ModelNet40.
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Evaluation

2.Model Complexity

Using the ModelNet40 [Wu et al. 2015] classification experiment
to compare the complexity of our model to previous state-of-the-art.

MopEeL size(MB) Time(Mms) Accuracy(%)

PomnTNET (BASELINE) [Q1 ET AL 20178] 9.4 6.8 87.1
PomwTNET [Q1 ET AL 2017B] 40 16.6 89.2
PomwTNET++ [Q1 ET AL. 2017C] 12 163.2 90.7
PCNN [ATzMON ET AL. 2018] 94 117.0 923
Ours (BASELINE) 11 19.7 91.7
Ours 21 27.2 029

Table 3. Complexity, forward time, and accuracy of different models

Model complexity: number of parameters Computational complexity:time consumed
Baseline: fixed k-NN graph
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Evaluation

3.More experiments on dataset ModelNet40

Analyzing the effectiveness of different distance metric.

CENT DYN MPOINTS Mean Crass Accuracy(%) OVERALL ACCURACY(%)

88.9 91.7
X 89.3 02.2
X X 90.2 92.9
X X X 90.7 93.5

CENT: using concatenation of xi and xi — Xj as the edge features rather than concatenating xi and Xxj
DYN:Dynamic graph recomputation instead of a fixed graph
MPOINTS:denoteing experiments with 2048 points
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Evaluation

3.More experiments on dataset ModelNet40

Experimenting with different numbers k of nearest neighbors

NUMBER OF NEAREST NEIGHBORS (K) MEaAN OVERALL
Crass Accuracy(%) AccCURACY(%)

5 88.0 90.5
10 88.9 91.4
20 90.2 92.9
40 89.4 92.4

Table 5. Results of our model with different numbers of nearest neighbors.
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Evaluation

3.More experiments on dataset ModelNet40
The robustness of the model

—O—Mean class accuracy iy s 4

—{—Overall accuracy 3

0 . . . R £
128 256 384 512 768 1024 ik S <5
Number of points 128 384 768

Fig. 5. Left: Results of our model tested with random input dropout. The
model is trained with number of points being 1024 and k being 20. Right:
Point clouds with different number of points. The numbers of points are
shown below the bottom row.

Model trained with 1024 points and k=20.  Simulate the environment that random input points drops out during testing. suéT i
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Part Segmentation
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Data

dataset:ShapeNet part dataset scheme:train-validation-test split
Architecture
categorical
vector
3 l""" tea 5 8
% s spa’lml T EdgeConv EdgeConv i EdgeConv mip {1024) | = repealing § (256, 2?:123. p) 5 3
2|2 e |2 ;~ Rk AR el e H R e b SR HE
- ; O N SRR i i paoling (= g’ %

Training

the same training setup as for our classification task was used.
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Evaluation

Intersection-over-Union on points

The loU of a shape is computed by averaging the loUs of
different parts occurring in that shape.

The loU of a category is obtained by averaging the loUs
of all the shapes belonging to that category.

The mean loU (mloU) is finally calculated by averaging the
loUs of all the testing shapes.
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Results

MEAN | AREO BAG  CAP CAR CHAIR EAR GUITAR KNIFE LAMP LAPTOP MOTOR MUG PISTOL ROCKET SKATE  TABLE
PHONE EOARD
# SHAPES | | 2690 76 55 898 3758 o9 787 392 1547 451 202 184 283 66 152 3271
PoinTNET 83.7 834 787 825 749 89.6 73.0 915 85.9 80.8 953 65.2 93.0 81.2 57.9 728 &0.6
PornTNET++ 85.1 824 9.0 87.7 773 908 71.8 910 85.9 B3.7 95.3 71.6 94.1 81.3 58.7 764 82.6
Kp-NET 823 &0.1 T4.6 743 703 B3.0 73.5 90.2 &7.2 &1.0 94.9 374 B86.7 78.1 51.8 69.9 &0.3
LocatFeaTureNET | 843 86.1 73.0 549 774 BB.B 55.0 90.6 B6.5 75.2 96.1 57.3 91.7 83.1 53.9 725 83.8
PCHNN 851 2.4 80.1 855 795 90.8 73.2 913 &6.0 &5.0 95.7 73.2 94.8 833 510 75.0 81.8
PornTCNN 86.1 841 86.45 B60 B80.B 906 79.7 92.3 884 B33 96.1 77.2 953 842 64.2 80.0 83.0
Ours 85.2 | 84.0 B34 B67 T7E 90.6 74.7 91.2 87.5 B2.8 95.7 66.3 94.9 811 63.5 74.5 B2.6

Table 6. Part segmentation results on ShapeNet part dataset. Metric is mloU(%) on points.
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Future Work for Paper / Reading

Paper mentioned:

Incorporating fast data structures rather than pairwise to calculate the distance

Design non-shared transformer network

To more abstract point clouds — document retrieval/ image processing
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Future Work for Paper / Reading

Future work:

 Our ideas:
a. Using this catching method in more specific situation(EX, in sweeping robot,
etc)

b. Revise the details to improve efficiency or scalability

e Others’ 1deas:

a. A Plug-and-Play for 3D Point Clouds

b. Unsupervised Structural Representation Learning of 3D Point Clouds.

c. Semi-supervised 3D shape segmentation with multilevel consistency and part
substitution. =
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Extended Readings

Extended paper 1:

* Point cloud completion via structured feature maps using a
feedback network

* Tackle the challenging problem of point cloud completion from the
perspective of feature learning

* Link: https://link.springer.com/article/10.1007/s41095-022-0276-6

From: Web of Sdieffee’
Lo
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Extended Readings

Extended paper 2:

« MVGCN: Multi-View Graph Convolutional Neural Network for Surface
Defect Identification Using Three-Dimensional Point Cloud

* detect and classify surface defects using a 3D point cloud

« The proposed approach consists of an unsupervised method for defect detection and a multi-
view deep learning model for defect classification, which can keep track of the features from
both defective and non-defective regions. We prove that the proposed approach is invariant to
different permutations and transformations.

* Link:https://asmedigitalcollection.asme.org/manufacturingscience/article/145/3/031004/1148268/MVGEH=\
Multi-View-Graph-Convolutional-Neural

nnnnnnnnnnnnnnnnnn
and Technology
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Summary

Why?

inherently lack topological information

Limit:

(1) treat each point independently

(2) ignoring local geometric information

Innovative point:

(1) Suitable for CNN-based high-level tasks on point clouds including classification and segmentation
(2) Captures local geometric structure while maintaining permutation invariance

Proved:

(1) Demonstrate that EdgeConv can be integrated into multiple existing pipelines for point cloud
processing

(2) Do extensive analysis and testing on EdgeConv and show its performance on benchmark datase
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