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A Few Optimization Algorithms
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Nesterov Momentum
Add a correction factor to the standard method of momentum
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𝑣: velocity or momentum with unit mass (𝐩 = 𝑚𝐯 = 1 ' 𝐯)
• Provides a direction and speed at which the parameters move through parameter space

𝛼 ∈ 0,1 : a hyperparameter about the momentum
• Determines how quickly the contributions of previous gradients exponentially decay.

Accelerated 
gradient
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Algorithms with Adaptive Learning Rates
Incremental (or mini-batch-based) methods that adapt the learning rates of model parameters.
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Adapts the learning rates of all 
model parameters 
• Scaling them inversely 

proportional to the square 
root of the sum of all of their 
historical squared values

For training deep neural network models—the accumulation of 
squared gradients from the beginning of training can result in a 
premature and excessive decrease in the effective learning rate.
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Algorithms with Adaptive Learning Rates

Root Mean Squared Propagation RMSProp with Nesterov Momentum

Root Mean Squared Propagation
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In AdaGrad: 

Apply Exponentially Weighted Averages

𝑣! = 𝛽𝑣!"# + 1 − 𝛽 𝜃!

It allows for individual adjustment of the 
learning rate for each parameter of the model
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Algorithms with Adaptive Learning Rates
Adaptive Moment (Adam) Estimation
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Momentum is incorporated directly as an 
estimate of the first order moment (with 
exponential weighting) of the gradient. 

Adam includes bias corrections to the estimates 
of both the first-order moments (the momentum 
term) and the (uncentered) second-order 
moments to account for their initialization at the 
origin. 

Adam is generally regarded as being fairly robust 
to the choice of hyperparameters, 
• Though the learning rate sometimes needs to 

be changed from the suggested default.
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Choosing the Right 
Optimization Algorithm

Algorithms with adaptive learning rates performed fairly robustly, 

• But no single best algorithm has emerged

Currently, the most popular optimization algorithms actively in use

• SGD

• SGD with momentum

• RMSProp

• RMSProp with momentum

• AdaDelta

• Adam

The choice depends largely on the user’s familiarity with the algorithm

• For ease of hyperparameter tuning

Unfortunately, no consensus on this point now
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Train a Network of Trash Sorting
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Recyclable Waste Sorting Dataset
• Four classes of waste for sorting
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Glass Metal Paper Plastic
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Download Dataset
• Download the dataset from website:
• https://pan.baidu.com/s/1IQuPEPhxA6N97AZrJU4Hmw
• with code: 69cs

• Extract the files to have the following folder structure:
• BionicDL

• _train_: 80% of the total data
• glass, metal, paper, plastic

• _test_: 20% of the total data
• glass, metal, paper, plastic
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Train (80%) Test (20%) Total

Glass 204 50 254

Metal 396 98 494

Paper 1291 322 1613

Plastic 1202 300 1502

Total 3093 770 3863

https://pan.baidu.com/s/1IQuPEPhxA6N97AZrJU4Hmw
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Data Generator & Augmentation

• The data generator class in tensorfow.keras can conveniently generate data flow 
and add data augmentation for GPU training.

With TensorFlow and Keras
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AlexNet Model
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• Architecture: five convolutional layers and three fully-connected layers.
• Contributions:
• ReLU instead of Tanh to add non-linearity. It accelerates the speed by 6 times at the 

same accuracy.
• Dropout instead of regularization to deal with overfitting
• Overlay pooling to reduce the size of network

Change 
according 
to number 
of classes
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Build the Model in TensorFlow
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Model Summary
24 million parameters with Default random weights initialization
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Training the Model
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• Training options
• Epochs:

• Optimizer and learning rate: 
SGD:

• Callbacks: functions to be 
executed during the training 
process:

• Starting training:



AncoraSIR.com

Training the Model

ME336 Collaborative Robot Learning Lecture 09 Network Tuning II 16

• Training VS Validation:
• Validation accuracy is saturated at 85%  while training accuracy is approaching 100%.
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Results
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• Confusion matrix

Check the prediction accuracy of each category
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Thank you~
songcy@sustech.edu.cn

Bionic Design & Learning Lab
@ SIR Group !"#$%&'()*

Room 606
7 Innovation Park
+,-.7/606*
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