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Tinker With a Neural Network

5/5/19 Bionic Design & Learning Group 2

TensorBoard: Visualizing Learning

https://www.tensorflow.org/guide/summaries_and_tensorboard

https://www.tensorflow.org/guide/summaries_and_tensorboard
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What is a Neural Network?
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It is a powerful learning algorithm inspired by how the brain works.

Rectified 
Linear 
Unit 
(ReLU)

Can be 
meaningful
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Supervised Learning with NNs
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Examples, NNs & Data Types
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What is a Neural Network?
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From biological inspiration to mathematical modeling

Neural Network Abstraction
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Example: Binary Classification
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0 or 1 (discrete value output), it is a question …

digitization

vectorization

A simple NN 
implementing AND



AncoraSIR.com

Challenges of Recognition 
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Image Classification: A core task in computer vision

All pixels change when the camera moves!

An image 
classifier

no obvious way to hard-code the algorithm for recognizing a cat, or other classes.

John Canny, “A Computational Approach to Edge Detection”, IEEE TPAMI 1986

Attempts have been made…
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Machine Learning: Data-driven approach
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First classifier: Nearest Neighbor

1. Collect a dataset of images and labels
2. Use Machine Learning to train a classifier
3. Evaluate the classifier on new images Hyperparameters

• What is the best value of k to use?
• What is the best distance to use?

Choices about the algorithm that we set
rather than learn
• Very problem-dependent.
• Must try them all out and see what 

works best.
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Parametric Approach: Linear Classifier
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Example with an image with 4 pixels, and 3 classes (cat/dog/ship)

Algebraic

Viewpoint

Visual

Geometric

f(x, W) = Wx

One template 
per class

Hyperplanes 
cutting up 

space

A (linear) score function
• How can we tell whether 

this W is good or bad?
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Loss Function
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how good our current classifier is

e.g. 
Multiclass 
SVM loss

We only care about the 
relative distance (property 

of the loss), not the 
absolute difference 

(property of the data)
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Optimization using Gradient Descent
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http://vision.stanford.edu/teaching/cs231n-demos/linear-classify/

http://vision.stanford.edu/teaching/cs231n-demos/linear-classify/
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Convolutional Neural Network
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Computational Graph
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Backpropagation
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Calculates the gradient of a loss function with respect to all the weights in the network.

backward propagation of errors

1
-4

3

?

?

summation activation

http://galaxy.agh.edu.pl/%7Evlsi/AI/backp_t_en/backprop.html

http://galaxy.agh.edu.pl/~vlsi/AI/backp_t_en/backprop.html
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Principles of Training Multi-layer 
Neural Network Using 

Backpropagation

Coefficient η affects network teaching speed, to select this 
parameter:
• The first method is to start teaching process with large value 

of the parameter. While weights coefficients are being 
established the parameter is being decreased gradually. 

• The second, more complicated, method starts teaching with 
small parameter value. During the teaching process the 
parameter is being increased when the teaching is advanced 
and then decreased again in the final stage. Starting teaching 
process with low parameter value enables to determine 
weights coefficients signs. 
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http://galaxy.agh.edu.pl/%7Evlsi/AI/backp_t_en/backprop.html

The idea is to propagate 
error signal d (computed 
in single teaching step) 

back to all neurons, 
which output signals were 

input for discussed 
neuron. 

When the error signal for each 
neuron is computed, the weights 
coefficients of each neuron input node 
may be modified. 

In formulas on the right, df(e)/de 
represents derivative of neuron 
activation function (which weights 
are modified). 

activation

Finish one iteration 
of computation

http://galaxy.agh.edu.pl/~vlsi/AI/backp_t_en/backprop.html
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Neural Network
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Biological Inspiration
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Thank you!
Prof. Song Chaoyang
• Dr. Wan Fang (sophie.fwan@hotmail.com)
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